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Abstract

We study a model in which collusive duopolists divide up the monopoly

profit according to their relative bargaining power. W6 are particularly

interested in how the negotiated profit shares depend on the sizes of the

firms. If each can produce at the same constant unit cost up to its

capacity, we show that the profit prr unit of capacity of the small firm

is higher than that of the large one. We also study how the ratio of

the negotiated profits depends on the size of demand relative to industry

capacity, and how this ratio changes with variations in demand.

/

/ '

+ /



PR'FIT-siARING IN A COLL-S1', INUUT7RY*

1. Introduction

Suppose that a nun-er of heterogeneous cligcpolists collude.

will they divide up the monopoly profit? This is the question which we >:r .

In particular, we study how the profit shares which are agreed upon deFernd

on the sizes cf the firms. It is easy to find state-ents in the l:terat_-c

to the effect that agreements on the actions tc be taken by colluszve

are the outcomes of "hard bargaining". For exacmole, Bain . ?4-lE r

Patinkin [1947] precisely because the latter suqgests that :ut7ut ]ut e

determined by efficiency considerations, rather than by the relative

power cf the firms. There has, however, been no attemZt t: se a

bargaining model to analyze the issues. There is, in fact, nD

model which captures with complete success the subtle mixture of coor :t.:

and competition involved in a bargaining process. However, in the case of

two bargainers, there is one--due to Nash [19531--which defines a plausible

*We are very grateful to a number of organizations for hospitality and fin-
ancial support. This work was begun when Pitchik was visiting the Cowles
Foundation for Research in Economics at Yale University, in 1980-81. She
was supported there by a Post-Doctoral Fellowship from the Natural Sciences
and Engineering Research Council, Canada. The research was continued when
both authors were visiting the Institute for Mathematical Studies in the
Social Sciences at Stanford University in Sunner 1981. At that time, and
also in Summer 1982, Osborne received partial support from the Columbia
University Council for Research in the Social Sciences. Pitchik also received
partial support from the office of Naval Research (contract N00014-77-C-031e)
at the Ccwles Foundation, and from the National Science Foundation (grant
SE:S-82077Cr) and Office of Naval Research (contract N0014-78-C-0598) at
New York University.

:;e benefitte zreat'.' fr-:m discussions with Clive Full, :- i ee
7ermat ;ately, Mart-n 2 hul'k, and Alcysius Sicw, and frcm the comments of the
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outcome. This solution has been axicmatized by Seltcn !)CX], whc

establishes that it yields the only outccme satisfyin g a nc--er f t t

conditions. It is also possible to interpret the solution as the outc-ne

of a two-stage procedure in which players f-rst announce threats, and then

negotiate on the basis of these threats. Both players know this will happen,

and hence simultaneously choose their threats so as to maximize their final

payoffs given their opponent's threat. This solution can be extended to deal

with the case of many individuals (see Selten [1964]), but the extra dinensins

of the problem then make it less clear as to what is the correct fcr7.ul~ti-n.

For this reason we restrict attention to the case of two fir-s.

We wish to abstract from technological supericrity, so we asse eac.

firm can produce at constant unit cost up to its capacity. We find that, in

the negotiated agreement, the profit per unit of capacity of the small firm

is always at least as large as that of the large firm; if the Inccstry

exceeds the monopoly output, then the inequality is strict (see ?raosit- :.

in Section 2). The fact that a large firm can make a more potent th're:th

a small one--it can more easily "flood the market"--means that its negotiated

unit profit is higher than that of a small firm. However, to analyze the effect

of such a threat, we have to take into account the possible retaliation by

the small firm. Also, more importantly, we should consider the fact that both

firms, irrespective of size, have an equal ability to disrupt an agreement.

(This last fact has been used by political scientists in their analyses of

the power of parties of various sizes.) It turns out that the balance of

forces is in favor of the small firm in our model. We also find that the

larger is industry capacity relative to demand, the higher is the unit prcfit

of the small firm relative to that of the large one (see Propcsition C).
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Furthermore, a particular sort of decrease in demand which preserves the

monopoly output also improves the positicn of the sall firm. Thus cur

theory predicts that a small firm in a collusive ducopoly will earn a higher

unit profit than a large firm, and that its edge will be greater when de:7-.d

is low relative to industry capacity.

Our model and its conclusions may be contrasted with others in the

literature. In Stigler's classic paper ([1964]), and in Green and Porter's

[1981] reinterpretation of it, as well as in Radner [19801 and others, an

oligopoly is viewed as a noncooperative game. The main issue these papers

address concerns the conditions under which oligopolists will collude. Given

the fact that a firm which deviates from a collusive agreement can be "

by a retaliatory 1devictior., there are some circumstances at least unlcer

which collusion can be noncooperatively sustained. The problem with this

approach is that there is in general a wide range of equilibriu:m agreemet: .

Unless more or less ad hoc restrictions are placed on the threats cr agreerent.

which are allowed, specific predictions of the sort we want are difficult

to obtain. The Nash variable-threat bargaining solution defines a unique

outcome. Its disadvantage is that it is not grounded in a well-formulated

noncooperative analysis, though it is supported by Selten's

axiomatization. Our focus is on the outcome of negotiations aocng

the firms, given that they collude; ideally one might hope for an analysis

1/
which gives a precise answer to both the questions-- : When will firms

collude? What sort of agreement will they reach if they do so?

Our prediction concerning the higher unit profit of a small firm

coincides with that of Stigler [19641. However, the assu-zptions under whi*h

it is obtained are different. Stigler derives his result in a mocdel :n
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which there is incomplete information. The idea is that small firm.,s can more

easily cheat on an agreement without being detected. In our model there is

complete infarmation; the relative advantage of the small firm varies not with

the extent cf imperfect information, but with the capacity of the industry

relative to demand. Our predictions are thus distinct from Stigler's.

The basic structure of the model of Radner (1977] is the same as ours.

His model is different because it uses the core as a solution rather than the

Nash bargaining solution. He sh-ws that the outcome where unit profits are

equal for all firms is in the core, t'..:.h many other outcomes are also.

Thus, as in the noncooperative models, no specific prediction is obtained.

e have not attempted to systenatically collect evidence on the behavior

of collusive firms. However, there is one striking example which accords well

with cur results. This is the Addvstcn Pipe cartel, in which the negotiated

aorcccnt (see Stevens 1913] , pp. 2O&-ll9; 5ittl-ng.ayer [1982 ) precisely favors

the small firms in times of lcw demand, while providing a more equal division in

times of high demand. Although the case of OPEC is somewhat more complex

(it is even disputed that it should be regarded as behaving collusively)

there is also some evidence that the small producers do better than the large

ones (see for example Gately [1979], p. 311).

If firms can legally form a cartel, it is possible for them to achieve

any division of the monopoly profit by making side-payments; such transfers

are frequently made in actual cartels. If any agreement has to be tacit,

however, it may be more reasonable to restrict the feasible outcomes to those

which can be realized by independent actions by the firms. The distinction

between the two cases is particularly significant (as, e.g. Bain [1948]

notes) if the cost functions of the firms differ significantly. For then,
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i--:-n the cnry rr fit, the f:.r s h :r. !use w:

-7y'n u!:rts; -7-e - ."--: e t3 l s ? . :i a h r. in o r .: y !

we ss -.7e -!--t3 ]re :,-3sile. H3wever, :ur - -

unit ::sts we :an in f_.:t s-hcw (see Prcpcsitio-n B) that the cutcome pre4i1tei

by lr _2el can 1-e a::71eve w t:t iny such transfers. If the costs cf

the fir-s are different, then this may not be so; although we could mp>

the solution concept to such a situation even if transfers were prohibited,

we have nct atte.-ptei to 'o so.

In the next section we cutline the mcdel and state our main results.

In Section 3 we provide the dIetails of the analysis; in Section 4 we make

-- n .=.::n .c~nt

2. A-n Cutline of the M'eIel and results

-'ere are two firs, :-dexe i =, 2. Fim i has - .

we assum.e thrcugohcut that k> k > 0 (i.e. firm 1 is 1--ir-er.

fir m can prepuce the same 7cd at the same, constant unit cost u 0 up

to its capacity. liven the prices of all other goods, we assume that the

aqgregate demand for the output of the firms is a continuous, decreasing

function of price, and that there exists a price such that demand is zero.

This means that the maxim.al joint profit (subject to the restriction that

output be at most k + k, = k) is well-defined for each value of k; we

J.note it -* k).

The problem of the firms is to reach an agreement on how this profit

should be shared. We allow side-payments (though the final outcome can

-. 'ays be attained with-ut theme), so that ar.y division of this profit is

i.lssibe. mhe strateqic variable of the firms is the quantity' of 7utput-
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(as in Cournot). If the firms nen-cocperatively select cuantities -'n3

qj, let the profit of firm i be hi(qi, q). Now sunmese that fir-. i =,

threatens to select qi" Then according to the ccmprcmise rule in tre

variable-threat (henceforth NT) bargaining solution, the firms will agree

to split the jointly maximal profit 7*(k) so that firm i receives

(2.1) hi(qi, q.) + i[V*(k) - hi(qi, q.) - h.(qj, qi)]

= J[-*(k) + hi(qi, q.) - h.(q., qi) ]

= vi(qi, qj), say.

That is, the excess of 7*(k) over the sum of the profits if the threats

are carried out is split equally between the firms. Intuitively, the :T:Tfs

when the threats are carried out reflect the bargaining power of the firms;

since eihi firm can equally well disrupt an agreement and zause a rever.. n

to the threat-point, the split of the excess is equal. (For a more eleo7:.t

justification, see the axiomatization of Selten (19601.) Each firm kncws the

compromise rule, and so chooses its threat, given that of its opponent, to

maximize vi(qi, q.). Thus, a pair of optimal threats is simply a Nash

equilibrium of the game with payoff functions v.. Since this game is constant-

sum, the equilibrium payoffs are unique (even though there may be many pairs

of optimal strategies). These equilibrium payoffs are the outcome of the

bargaining--they are the negotiated payoffs, which we denote v*(k , k
11 2

(i = 1, 2). Note that the fact that the game with payoff functions v.1

is constant-sum also means that the optimal threats guarantee the negotiated

payoffs.

We shall now s,-.arlze our results; the assumptions we llst are :etuo
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.in -e next eti-n..e begin by ass-.irng (3.11 , Is c7u:.e wca.

shzw that unlesa there is significant -. 2ercapacity in the ind-Str-.,

the negctiateJ profit per unit of capacity is larger for the small fi t

for the largcne, -and it is always at least as large. Let the

vc"'tnut '-be that quantty yrouced by a monopolist with nc i

constrjiint.

PrcoDosition A: Assuzre (3.1). Then for each value of (k , k)

we have v*(k k,)/v*(kl, k ) < k /k If k, > k , and the total caoacit.-
1 1' 2 -1 2 - 2

k of the firms exceeds the unconstrained monopoly output, then the inecuality

is strict.

We now make a stronger assumption, which allows us to obtain the

optimal threats explicitly, and hence to establish some qualitative features

cf the solutica. First, we show that the negotiated payoffs can be itt.....

without any ex7licit transfers of payoff.

qrzc_it on B: Assume (3.1), (3.9), and (3.10). Then for each value

of (kI , k 2 ) there is a price r and an output q, < ki for each firm.

i = 1, 2 such that v*(k I , k2 ) = (r - u)q.

Next, we show that the higher is industry capacity relative to !iernd,

the better off is the small firm relative to the large one.

Proposition C: Assume (3.1), (3.9), and (3.10). Then if the relative

sizes of the firms are fixed, the larger the industry capacity relative to

demand, the smaller is v*(k I, k )/v(k , k,).
1 2 21' 2

We can also analyze the effects of a change in the shape of t:.e 1.0

functicn. (For a definition of the "regicns", see -;i4 ara .
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Fr-rcsit4 7: Asu.e (3.i , 3.), ind (3.10). muF'-e tuit

fills at all rrices lelow the .c..:sc_v rri:e, which reoa:ns the sare.

the ratio v*fk I, k2 )/v*(k ! , k,) falls fcr all values cf (k,, k I r
1 2

reicns II and II, and is Lnchan3e! in reaizns I and !V.

3. The Mcdel

Let D: + -R + be the aggregate demand fu.nction fcr the gcod. Let+ +

p denote the excess of price over unit cost, and let X = f-u, .); we shall

frequently refer, somewhat loosely, to an element of X as a "price". Lefne

d: X -. P+ by d(p) = D(p + u); d(p) is the demand for the good when its

Frice exceeds the unit cost by p. We assume that2
/

(3.1) d is continuous, there exists m > 0 such that d(p) = 0-o

if P > p 0 and d(p) > 0 if p < po and d is decreasing

for p < p.

It is more convenient here to work with the inverse demand function

P:[0, -) - X defined by P(q) = d- (q) if 0 < q < d(-u), P(O) = po, and

P(q) = -u otherwibe. (This incorporates the assumption that if a quantity in

excess of d(-u) is offerred for sale then it is all sold at the price -u.)

By virtue of (3.1), P is well-defined, and decreasing on (0, d(-u)). Let

7(q) - qP(q) (the profit associated with q), and let -*(k) be the maximal

joint profit of the firms--i.e.

*(k) = max {7(q): 0 < q . k}

q

"'1 t k = k + k 2). We normalize the units in which quantity is

4/measured so the unccnstrained maximizer-- of - (the "unc, stra~ne
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monopoly output", which existf by' (3.1)) is 1; we :heose the units for orce

so that the - axir-2 profit is also 1 (so tht II) = I.

Ncw, if firm I cheeses the output q. and firn j chose ;

the market sets the price P(qi+q), so that the payoff to firm i is

hi(q.,q.) - q P(q.+q.). Let SW = (0, x], the set of possible cutputs

of a firm with capacity x, and let H(k k,) be the gaze inw

the stratel' set of i = 1, 2 is S(k.) and its payoff function is1

h. For each value of (k , k ) we are interested in the :VT
1 1 2

bargaining solution of H(k. , k 2). If qi and q are cosen as threats

in this game, this solution involves a compromise payolff to f rz I f

(3.2) vI(qi,qj;k) = W*(k) + (qi - q )P(qi + q )H

(see (2.1)). Let V(k, k,) be the game in which the strategy set of

firm i = 1, 2 is S(k), and its payoff function is v.. Then the
1 1

bargaining solution of H(kI, k2 ) is a Nash equilibrium f '( ,2 1'

the equilibrium payoffs being the "negotiated payoffs" of our model. Denote

the negotiated payoff of firm i by v*(k I , ki 2

For each pair (kI , k2 ), each v. is continuous in (qi' q)' so that

if we allow the firms to use mixed strategies (i.e. probability distributions

on S(k.)), then the game V(k1 , k 2 ) has an equilibrium. (Below we shall

give conditions on the inverse demand function P under which there is an

equilibrium in pure strategies, but we do not need these restrictions to

establish our result on the relative sizes of the equilibrium payoffs.) Thus

we have:

Remark 3.3: 'nJer (3.1), the game V(k I, k,) has an e~i~ihrim

for each value of (kI , k,).
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We now claim that if a firm increases in size (the size of the other

firm fixe-.), its negotia ted payoff does not decrease. First ncte trot tre

.. ztlated r.'-ff v*(k , k ) is eaual to J2*(k) plus the eccilibri,.

pa-vcff to i n the zero-sau game with avoffsi I-)P q

increases, k, fixed, then S(k ) expands, while Z'k.) is constant,3 i 3

so that the equilibrium payoff to i in the zero-sum game dces not decrease.

Since -*(k) is either constant, or increases, this means that v*(kl' k)

is non-decreasing. Since both firms are identical if kI = k2 , we must

also then have v*(kl' k2) *(k). Thus we have:
11 2

Remark 3.4: For i = 1, 2, v*(k , k ) is non-decreasing in
_ _ - i. 1 2

v(k , k,) = 1-*(k) if k I = k,, and hence v*(k I, k,) > v(k, k ).

We now study the negotiated profit of firm 1 (the large firmr). *We

show that it is at most (k /k) 2*(k) by arguing that even if firm -lways

threa tens a., = ., rather than using its best response to the threat cf

1, it is at mcst this amount.

Lemma 3.5: Under (3.1), for each value of (k , k 2 ) we have

vl*(k I , k2 ) < V (m, k ;k) 1*(k) + (rn-k )P(m+k )] for some k m k
11 2) = 1 '2' 2 2 2= = *

Proof: For every value of (kI , k 2 ) we have

v*(kl, k) = min max {v (q ,F2 ;k): F 2 E 8 (k2 ) and q ES(k)
1 2 F2  q1  and2 2 q1  qlIF2 1l

where 8(k 2 ) is the set of mixed strategies of firm 2 (i.e. the probability

distributions on S(k 2)), and we have extended v to this set in the natural

way. Hence certainly

v(k, k )) < max v (qI,k;k) = 'tx C[2*(k) + (q1 - k )P(q1 +qkl q1 kl

.[*(k) + (m - )P(m + k,),
2 +k),sy
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If ql < k then the second term in v (q,,k2 ;k) is negative, so it ;s

c'ear that the m.ixlmizer m satisfies m > k, _. This cc.-letes the Cr .

The bourd on v (x,y;x+y) provided in the following will te used

to bound vI(m,k2;k), so that, using Le-ma 3.5, we can establish the bound en

v l ( k I , k2 ) which we desire.

Lemna 3.6: Under (3.1), for any x, y with x > y > 0 we have

vI(X,y;x+y) = I[T*(x+y) + (x-y)P(x+y)] < (x/(x+y))*(x+y), with strict

inequality if (x+y)P(x+y) < 7*(x4y) and x > y.

Procf: The inequality follows directly, noting that by definition

-*(X+y) > (x+y)P(x+y).

Pro sition 3.7: Assume (3.1) is satisfied. Then for each value of

(k k,,) we h.ve v*(kl, k ) < (k /k) .* (k), so that v*(kl, k )/v* (k -
1 = 1 1 2 2

k I/k if -*(k) kp(k) , and hece in particular if k > 1, the ineoui.tles

are strict whenever k, 1 k2 .

Proof: Setting x = m (see Lenma 3.5) and y = k2  in Lemma 3.6

we have

(3.8) v (m,k2;m+k) = *[7*(m+k ) + (m-k2)P(m+k )] < (m/(m+k ))T:*(m+k2),1 2 2 2 +(n 2  2 =2 2

with strict inequality if m = k I > k and kP(k) < .1*(k). But m < k i1 2

so 7*(m+k2) n f*(k). Hence the inequality in (3.8) implies that
2 .

f[H*(k) + (m-k )P(m+k2)] (m/(m+k ))"'*(k).
2 2 2

Using Lemuna 3.5 we have v*(k i , k2 ) < (m/(m+k2)).*(k) < (k /k)-*(), with
1 2 1

the first inequality strict if inm ki I k 2and kP(k) < *(k, and tlhe
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second one strict if m < k V This z:7oees :e .rr-f-

Preposition A (see Section 2) is simply a restate-er.t of Tr:j~s:

3.7. This result tells us that the negotiated unit prfit of he small

always at least equal to that of the larce firm, and that if the firm-s t w.

can produce at least the unzcnstrained moncpcly output, then the zanli firm

strictly better off. without making more assumptions about the inverse

functicn we cannot say much more about the negotiated profits; however, we

do have the following.

Lea 3.8: Under (3.1), if k2 > d(O) (and hence kI > id(o)),

then ((), Rd(2)) is a pair cf optimal threats, and the nenoti. te? -r ....

are v*(kI, k ) - **(k), i = 1, 2.
S2

Pr f: It is easy to check, using (3.2), that for this range f

CkI ,), (()O , Jd(0)) is an equilibrium of V(k., k-), with po:

J?*(k) to each firm.

Thus any capacity in excess of half the quantity demanded at zero

price has no effect on the negotiated profits, which are always subsequently

split equally.

We now make an additional assumption on the inverse demand function P

which ensures that each payoff function vi is quasi-concave in q, so that

there exists an equilibrium in pure strategies.

(3.9) ! is concave.

(neiall that T(q) = qP(q).) For convenience we also assume that

P - :ocoh on (0, K~-00).
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Proposition 3.11: Under assumpticns (3.1), (3.3', and (3.10), f--r eh

value of (k I , k2 ) e-ch payoff function v. is quasi-cn?,ave in qi

thit the came V(k I , k-) has a pure strategy equ.iLr1iz.

Prcof: We have vi(c ,Q;k) = [.*(k) + (qi-q )P(qi+qi), so that

Cvi(q. qj;k)/'qi = [P(q i +q) + (qi-q)P' (qi+q)].
1 1q l 3 1 1 J i 3 1.

Hence if qi < q., v. is nondecreasing in qi" Also

(3.12) 2 v.(q.q.;k)/cq = i[2P'(qi+q) + (qi-q )P"(q+q )]

=[ 2P'(qi+qj ) + (qi+q.)P"(qi+q;) - P1 " .

If qi > qj' and P"(qi+q.)< 0 then by the first line of (3.12) tnhs se: ni

derivative is nonpositive, while if P"(qi+q.) > 0 it is nonpositive

second line (using the concavity of 2, which implies that P (c) + l"(-

for all q). Thus v. is quasi-concave in qi, completing t.e crcf.

In the remainder of this section, we maintain assumptions (3.9) anl

(3.10). We then have

kP(k) if 0 < k < l
(3.13) ?!*(k)

S1 if k> 1

(recall that the unconstrained monopoly output is normalized to 1). Further-

more, the quasi-concavity of the payoff functions implies that for each

value of qj, firm i has a pure best response, say 8i(qj), which has the

form Bi(q.) = min (ki, A(qj)) (where A(qj) is the "unconstrained best

respcnse"--i.e. global maximizer of vi(,,qj;k)). Fromn (3.2) it is easy

to *rgue that A(0 = 1, .nd min (q,, l-q , id(Q)-q ) < A(q ) <
1 = = -
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max (qj, Jd(0)-q.) for all q. (An example is shown in Diagram 1;

d(0) 1/2, though it may be larger Dr smaller than 1, erenling Cr the

shape of P.) From this it follows that the optimal threats (Nash equlibr -

strategies in the game V(k I, k2 )) are (min (kl,A(k )), k,) if k
2 2 2-

(recall that kI > k ) and ( Od0), d(O)) if k > jd(O) (the latter is
1= 2 2 =

true even without assumptions (3.9) and (3.10) see Lemma 3.8). Hence, using

(3.13), the negotiated payoff of firm i is

"EkP(k) + (ki - k )P(k)) = k P(k) = (k./k)7*(k) in region I

f1l + (k. - k.)P(k)] in region II
(3.14) v*(k , k )  = 1 J

S 2 ) [il + (-1) (A(k.) - k,)P(A(k,) + k,)] in region III

1/2 in region IV,

where the various regions are as indicated in Diagram 2. If we fix k,

3nd increise ki, then the r.egctiatei payoff of firm 1 as a fraction of

the maxiri wint profit (i.e. v1(k 1 , k )/-*(k)) varies as shown in Diagrai 3.

(The diagram is drawn frr the case K, < 1/2.) In particular, it is a concave

function of k,: additions to capacity increase firm I's share of the total

payoff at a decreasing rate. We can also use (3.14) to examine the effect

of increasing industry pacity relative to demand, keeping the relative sizes

of the firms fixed. We ottain the following, which gives us Proposition C,

and is illustrated in Diagram 4.

Proposition 3.15: Let k, - ck, k2 = (1-c)k, where c > 1/2 is a

constant, so that k /k2 - c/(l-c) is constant. Then the ratio of negotiated

profits v (ck, (l-c)k)/v*(ck, (1-c)k) is constant (equal to c/(l-c)) if
1 2

k 1, decreasing in k if 1 < k < d(O)/2(1-c), and constant (equal to 1)

thereafter.
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kk
I = k2 v

d(O)/2 --

I I = A(k2 )
k > I

ki s A(k2) III
I k > A(k2 )

Sk 2 < d(O)/2

0 d(0)/2 1 kI

Diagram 2

________________
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Finally, we consider the effect of changing the demand function wh.il,

keeping the capacities of the firms fixed relative to the urccnstrained

monopoly output. If k > 1, then the total output under the cptimal tnreats

exceeds the output which maximizes joint profits, so that if the inverse e.

curve shifts downwards to the right of q = 1, the payoffs at the threat

point are reduced for both firms, and the difference between then must !Is

decrease. Because of this last effect, the ratio of the negotiated pr:fi:5

turns in favor of the small firm. Formally, we have the follcwi.q, -,.1 c

Proposition D.

Proposition 3.16: Let P and P be inverse demand funct:- _-

satisfy (3.1), (3.9), and (3.10). Assurne that P' (1) P!() = -1, s:xt.

joint profits are maxL'mized at q = I and the maximum is 1 in eilh

assume that P (q) = P (q) if q 'I or q F (-U), o
1 o 0

if 1 < q < P- (-u). Then for any fixed (kI, k2  in regi:ns 11 c :
- 0

before the change, the ratio v*(kl, k )/v*(k k ) is lower far the inar-
1 1 2

demand P than for P0; for other values of (k1
, k 2 ) the ratio is

Proof: First consider those cases where the capacities are such tht

after the change in P, and hence in the shapes of the regions, (k , k)

lies in the same region as initially. If k > 1 then the assumption en

demands implies that P (k) < P (k), so that if (kI , k2 ) is in region I,

the negotiated profit of firm 1 falls, while that of firm 2 rises (since

kI - k2 > 0). For (k 1, k 2 ) in region III, note that q is chosen by

firm 1 to be A(k 2 ) in order to maximize (qI - k2 )P(q1 + k 2 ), and

A(k 2 ) + k2 > 1 (see the properties of A). Hence the change in P causes

a decrease in this maximum and hence a decrease in the negotiated profit of
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firm 1 and in increase in that of firm 2. If (kI , k,) is in regns

I -r , tee 1s no .e in either fir' s negotiated profIt. Fin -:,

i: tie ::.:c in j S ee -:, k) to fall in a Jifferent reo.>n, It S

Ular that the U ;in the r.tio of the -aycffs is in the s -e irection.

This ccmpltes the proof.

Finally, we can show that, under (3.9), the negotiated payoffs can

be attained without any transfers of payoff (see Proposition B). In other

words, each firm has enough capacity to produce what is required, at the

monopoly price, to generate its negotiated profit; or v*(k, k )< kip (k),i 2 i

where M (k) is the monopoly price, for i = 1, 2.

-S.t 1 3.17: U.er !ss a'rtlons (3.1), (3.9), and (3.10), e

have vk I , k M(k) (i = 1, 2), for all pairs (kI, k1).i 112

Pr -- f First note that if k < 1 then v*(k k) kiP(k) ,see

(3.14)) and P { -w = k , so that the result is certainly true. Alio

note that since v*(k I , k2)/v*(k I , k,) < k /k, (see Proposition A), it is

enough to show that v*(k, k,) < k2 pm(k) . Now, if k > 1 and k2 = 1/2,

then the result is certainly true since pm(k) = 1 and v (kI , k2 ) 1/2

(the latter from the facts that v*(k1 , k ) > v* (ki, k ) (see Remark 3.4)
1 2 = 21 2

and 7.*(k) = 1). If k > 1 and k < 1/2 then we have v2 (k1 , k )

v*(l-k 2 , k2 ), since v2(k I , k2 ) is nonincreasing in k (from Remark 3.4).

But by the argument above for k < 1, we have v -(1-k k ) = kI so
=2 2' 2 2'

v*(ki , k ) < k2 , completing the proof.
2 2 = 20

4. Discussion

We have analyzed a model of duopoly in which the firms' behavior is

basically cooperative, but the outcome depends on the fact that each firm
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can threaten to act "disruptively". Here we make two brief concluding comments.

The game-theoretic solution concept we have used (the NVT bargaining

solution) has a number of attractive features. It involves the Nash equiliLri,-

of a strictly competitive game, so that each firm guarantees its equilibriu-

payoff by using an equilibrium strategy. Also, Selten [1cA shows that

it satisfies properties of strategic monotonicity (more strategies cannot

hurt a player), and payoff monotonicity (if a player's payoffs tc all

strategy pairs increase, while the maximal sum of the payoffs tc both players

stays the same, then that player's negot;.ated payoff increases). In fact,

Selten characterizes the solution by a number of such axioms. One feature

cf the solution which may at first seem unreasonable concerns the cceffi_.c>:c

1/2 in (2.1). Since there is a natural measure of "size" of a player

in our specific context, it might be thought that the 1/2 coefficents

are inappropriate, especially when the sclu;tic: is interpreted as a twc-

stage bargaining process. However, Selten's axicmatization shows thnt this

may be an erroneous conclusion. The 1/2 coefficients come from a sy.-.etry

axiom (in conjunction, of course, with the other axioms), which is very

natural to impose. It says that players can get different payoffs only

because of differences in their strategy sets or payoff functions. Thus

in our case firm 1 receives a higher negotiated payoff than firm 2

(if kI > k2 ) because it has different strategies available to it, and

not simply because it is larger: largeness only conveys bargaining power

because it is associated with different strategic options.

Now consider the effect of allowing increasing, rather than constant

returns to scale (up to capacity). In a simple case, the solution given by

our model can be applied. Suppose the cost function is of the form

CX) s + ux (if x 1 k.), where s, u > 0, so that there is a fixed* I
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cost s. If we let p be the excess of price over u, then the .Ac-.ffs

in F(k1, k,) are exact!:.- s less than they are in our mode2-. e

change in the maximal joint a-'Off depends on the inter"retatrd:

given to the fixed cost s. If a firm can close down and avoid ! .

in the time period relevant for zur model, then it might be best f+r this

to happen, and for all the crdu:tcn to take place in the larger f -r -r

for both firms to close dcwn. In any case, the maximal joint pz:ff

is lower than under our original assumptions (by at most Zs). Tus f-".'

given pair (k 1 , k,) the payoffs in the barq:,ining game v'::k:,,k

fall by the same amount "at mst s) fcr ever rair c,, .

means that the cptLal stratecgie in each case are iientic-! t

under our earlier as.-:-ticna, :he only chngCe Is in the nex t :

payoffs, which both dec-rease b: the same amount, se that the rftn - -

l's payoff to that of firrm 2 increases. Hence if the ratio f.:. v

close to k /k 2, it may excee-! this under the new assumption. I. - 7,

our model, the ratio is preci-ely kl/k if k i, and dccrejses -.

increases, k2  fixed, if k > 1. Thus in the new situation the large

earns a higher unit profit than the small one if the total zapaoty" ;n tI

industry is small (relative to the optimal output of a monopolist without

a capacity constraint), but a lower unit profit if the industry capacity is

sufficiently large.
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Footnotes

1/ In a static setting, D. K. Osborne [19761 claims that the cutzuts
defined by joint profit maximization, together with some partiLular
threats which are to be used in the event of deviations, give firms
the proper incentives to collude, and define a reasonable outcome
in this case (in his terminology, they provide z solution to the
"deterrence" and "sharing" problems). However, as he points out, the
threats which support his outcome are not completely rational
("perfect") (see p. 839). Moreover, as we have pointed out above
(and as was noted by Bain [1948]), the outputs entailing joint profit
maximization do not plausibly reflect the relative bargaining positions
of the firms.

2/ We have also analyzed the case where price is the strategic variable
(as in Bertrand). Qualitative results analagous to those here can
be obtained; we shall report them in a subsequent paper.

3/ We could relax the continuity of d, and subsequently a-peal to the
results of Dasfupta and Maskin [1982] rather than the classical result.

4/ If there is more than one, take the largest.
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